On the role of

prognostic factors and effect moditiers

in structural causal models

Rianne M. Schouten

We provide insights into the behavior of two
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the outcome, but not the treatment effect. e v wT Yy oAy oA Y
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the treatment effect. |
Neith f th e the treat t Figure I: Causal diagrams with three variables: outcome Y, treatment assignment W and covariate Z (a) no
cither o €m Infiluénce the treatmen structural restrictions: Z can be a prognostic factor, effect modifier or both (b-d) the causal relations are assumed

assignment, they are not confounders. to be linear (b) Z is a prognostic factor (¢) Z is an effect modifier, diagram cf. [29] (d) Z 1s an effect modifier, a
variation of the diagram cf. [22].
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Table 1: Description of the most exceptional subgroup, discovered with ¢, (exceptionally high

average outcome) and @y (exceptionally high increase in outcome). Aggregation of event-sequences bANOVA without additional covariates assumes a worst-

case scenario for underlying ITE distributions. Including
covariates Z to control for prognostic and effect

to single values per individual 1s done with perfect, ground-truth knowledge and imperfect knowledge.
Covariate Z acts as a prognostic factor or effect modifier.

Agg func modification behavior reduces left-over variance and
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higher-level inference making.
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